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Abstract In recent years, more people have seen their work depend on
data manipulation tasks. However, many of these users do not have the
background in programming required to write complex programs, par-
ticularly SQL queries. One way of helping these users is automatically
synthesizing the SQL query given a small set of examples. Several pro-
gram synthesizers for SQL have been recently proposed, but they do not
leverage multicore architectures.

This paper proposes CUBES, a parallel program synthesizer for the do-
main of SQL queries using input-output examples. Since input-output
examples are an under-specification of the desired SQL query, sometimes,
the synthesized query does not match the user’s intent. CUBES incorpo-
rates a new disambiguation procedure based on fuzzing techniques that
interacts with the user and increases the confidence that the returned
query matches the user intent. We perform an extensive evaluation on
around 4000 SQL queries from different domains. Experimental results
show that our parallel approach can scale up to 16 processes with super-
linear speedups for many hard instances, and that our disambiguation
approach is critical to achieving an accuracy of around 60%, significantly
larger than other SQL synthesizers.

1 Introduction

In the age of digital transformation, many people are being reassigned to tasks
that require familiarity with programming or database usage. However, many
users lack the technical skills to build queries in a language such as Structured
Query Language (SQL). Hence, several new systems have been proposed for au-
tomatically generating SQL queries for relational databases [32,20,30,33]. The
goal of query synthesis is to automatically generate an SQL query that corre-
sponds to the user’s intent. For instance, the user can specify their intent using
natural language [30,33] or examples [28,32,20,27]. Our work targets query syn-
thesis using examples, where an example consists of a database and an output
table that results from querying the database. The problem of synthesizing SQL
queries from input-output examples is known as Query Reverse Engineering [29].
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Figure 1: Two input tables: Courses and Grades. Output table: number of grades
per course.

Figure 1 illustrates an input-output example with two input tables (Courses
and Grades) and an output table. The output table corresponds to counting the
number of grades in each course. In this example, the goal is to synthesize the
following SQL query:

SELECT CourseName, count(*x) AS ’GradeCount’
FROM Grades NATURAL JOIN Courses
GROUP BY CourseName

Observe that, for a person with limited database training, it is often easier to
define one or more examples than to learn how to write the desired SQL query.

Even though query synthesis tools using examples [28,32,20,27] have seen a
remarkable improvement in recent years, they still suffer from scalability prob-
lems with respect to the size of the input tables and the complexity of the
synthesized queries. Nowadays, multicore processors have become the predomi-
nant architecture for common laptops and servers. However, none of the previous
query synthesis tools take advantage of the parallelism available in these archi-
tectures. In this work, we present CUBES, the first parallel synthesizer for SQL
queries. CUBES is built on top of an open-source sequential query synthesizer [20],
which we further improved by extending the language of queries supported by
CUBES and by adding pruning techniques that can prevent incorrect programs
from being enumerated. To take advantage of parallel architectures, we extend
CUBES by using divide-and-conquer. In this approach, each process searches a
smaller sub-problem until it either finds a solution or exhausts that subspace
and chooses another sub-problem to solve. We present a novel approach to cre-
ate sub-problems based on considering different subsets of the domain-specific
language for each process.

To evaluate our tool, we collected benchmarks from previous works [32,28,27,20].
Also, we created a new dataset by extending existing query synthesis problems
using natural language [35] to use examples instead. In the end, we collected
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around 4000 instances that will be publicly available and can be used by other
researchers when evaluating query synthesis tools.

We perform an exhaustive comparison between CUBES and state-of-the-art
SQL synthesizers based on examples [32,20,27]. Our evaluation shows that cur-
rent SQL synthesizers can synthesize many SQL queries that satisfy the examples
but do not match the user intent. We observe that all state-of-the-art SQL syn-
thesizers return fewer than 50% of queries that match the user intent, i.e., even
though they satisfy the example given by the user they do not match the query
that the user had in mind. CUBES addresses this challenge by using parallelism
to find multiple solutions and interact with the user to disambiguate the query
that matches the user intent. To disambiguate the queries, we use fuzzing to pro-
duce new examples that result in a different output for the possible synthesized
queries. We select one of these examples and ask the user if the output is correct
for these new input tables. If the user responds affirmatively, we can discard
all queries that do not match this new output. Otherwise, if the user responds
negatively, we can discard the queries that match the new output. We repeat
this process until we are confident that we found the query the user intended.

To summarize, this paper makes the following key contributions:

— a divide-and-conquer procedure for SQL synthesis (section 2).

— a new procedure that uses fuzzing to disambiguate a set of queries that
satisfies the initial example (section 3).

— a new large dataset for SQL synthesis using examples with around 4000
instances (section 5).

— a new open-source SQL synthesis tool called CUBES whose parallel version
with 16 processes outperforms the sequential version by solving more in-
stances and having a median speedup of around 15x on hard instances (sec-
tion 5).

— afirst study that analyses the accuracy of queries returned by SQL synthesiz-
ers showing that more than 55% of the queries do not match the user intent.
Our disambiguation procedure improves the accuracy of CUBES to 60% and
significantly outperforms other example-based synthesizers (section 5).

2 SQL Synthesis

In this work, we propose CUBES, a divide-and-conquer query synthesizer that
builds upon the open-source SQL synthesizer SQUARES [20]. SQUARES is a se-
quential synthesizer based on enumeration that uses operations from the R pro-
gramming language as its Domain Specific Language (DSL)%. R is more expres-
sive than SQL and allows a more compact representation for database queries.
Since SQUARES is modular and open-source, it is easy to modify and extend to
a parallel setting. CUBES splits the synthesis problem into disjoint sub-problems
to be solved in parallel by each of the available processes. Hence, each process
focuses solely on a particular area of the search space.

* A detailed description of the DSL is available in the extended version of this paper [3].
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Figure 2: CUBES’ architecture for divide-and-conquer.

In our context, each sub-problem is represented by a cube: a sequence of
operations from CUBES’ DSL such that the arguments for the operations are
still to be determined. Consider the following cube as an example: [filter,
natural_join], which represents the section of the search space composed by
programs with two operations, where the first is a filter (equivalent to a WHERE
in SQL) and the second is a natural_join.

The overall architecture of CUBES is illustrated in Figure 2. The Cube Gen-
erator component is responsible for generating cubes in increasing size (i.e., first
the cubes with one operation, then with two operations, and so forth), building
a FIFO queue. Observe that since each cube corresponds to a distinct sequence
of operations, there is no intersection in the search space of the different cubes.
Then, each process receives a specific cube and checks if it is possible to fill
in the missing arguments (e.g., columns, tables, filter conditions) to satisfy the
input-output examples. Whenever a process finds a solution, the translation layer
transforms the R program into SQL. Otherwise, if a cube cannot be extended
into a complete program that satisfies the user specification, the process gets a
new cube from the Cube Generator queue.

Dynamic Cube Generation. One approach for a cube generation heuristic is to
define a static order of operations to be explored. Although a static heuristic can
be effective on some specific domains, it is very unlikely that it generalizes to new
instances. Therefore, CUBES uses a dynamic cube generator inspired by natural
language techniques. Since candidate programs are constructed as a sequence of
operations, a bigram prediction model can be used to decide the next operation
to be chosen in a given sequence. Therefore, when choosing the next operation,
the operation immediately preceding it is used to compute an expectation of
which of the possible choices will lead to the desired program.

Program scoring. The initial scores of the bigram can be improved during the
search by using information from programs that do not satisfy the examples. For
a given program p, we compute the score of the program p as the percentage
of elements of the expected output (according to the provided example) that
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appear in the output of p. A score of 1 indicates that all the expected values
occur in the output, and as such, filtering or restructuring might lead to a correct
program. On the other hand, a value of 0 means that the candidate program is
likely very far from a correct solution.

For each evaluated program, the score, score(p), is used to update the bigram
scores. A high score for a given program, p, means that CUBES will generate new
cubes similar to the one that originated the program p. On the other hand, a
low score means that CUBES will try to diversify the search in the future.

DSL Splitting. Besides the splitting of the search space using cubes, CUBES
also splits the DSL operations among the processes. The motivation for this
additional split is that some DSL operations have more possible argument com-
pletions than others. For instance, there are many more ways to complete an
inner_join operation than, for example, a filter operation. If the program to
be synthesized does not require some of the complex operations, then we can
solve this program more quickly with a smaller DSL. To ensure that CUBES can
always find the correct program, at least one process always runs with the entire
DSL while the other processes may contain only subsets of the DSL.

3 Accuracy and Disambiguation

An essential issue in program synthesis is knowing if the returned program cor-
responds to the user intent. To determine the accuracy of the synthesis tools, we
call the query that the user wishes to obtain the ground truth query. Observe that
SQL synthesis tools that use input-output examples return a query that satisfies
the user’s examples. However, these examples are an under-specification, and as
such, the returned query might not satisfy the true user intent.

CUBES may find multiple queries that satisfy the examples. However, unless
these queries are equivalent, only one of them matches the user’s intent. To
address this challenge, we create new examples with different input-output pairs
for the synthesized queries and interact with the user to disambiguate the correct
query. Next, we describe how to use fuzzing to create new examples and our di-
sambiguation procedure to improve CUBES’s accuracy and meet the user intent.

3.1 Fuzzing

Given a set of synthesized queries, our goal is to determine which one matches
the user intent. Since some of them may be equivalent, multiple queries may be
correct. One approach is to use query equivalence tools to check the equivalence
of these queries and only consider a representative query of each equivalence
class. Although recent work in query equivalence tools [6,38,5] has advanced the
state-of-the-art, these tools remain incomplete, not supporting many complex
queries present in our datasets. To overcome this limitation, we use a fuzzing-
based approach to determine the approximate equivalency of different queries.
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Consider a synthesis problem with an input-output example (I, O) and let Q4
and @3 be two queries that satisfy this example. Fuzzing consists of taking the
input I, slightly modifying it, and producing I’. Next, we apply both Qi and
Q2 to I’ producing the outputs O] and O}, respectively. If the outputs differ
(O] # O)), then @ and Q2 are surely distinct. However, if the outputs are
equal (O] = 0)), we cannot conclude that the queries are equivalent. Hence, we
perform several rounds of fuzzing, generating and testing different inputs, with
each round increasing the confidence in our answer.

In order to produce fuzzed input-output examples, we use the Semantic Eval-
uation suite [37]. Consider a table, T' € I. In order to generate a fuzzed version
of this table, T” € I’, the suite starts by randomly selecting the number of rows
of the new table. Then, to fill the cells of T”, three sources are used: (1) values
sampled from a uniform distribution for the given type (i.e., for integers a uni-
form distribution on [-263, 263 — 1]), (2) values taken from the corresponding
columns on the original table, T', and closely related values (i.e., if “Alice” is in
T then both “Alice” and “Alicegg” might be considered for 7”), and (3) values
taken from the queries we are comparing, and closely related values. The reason
why the suite takes into account values from the queries themselves is to increase
code coverage (e.g., making it more likely to find off-by-one errors). Finally, all
foreign keys are respected so that the semantics of the database are preserved.

3.2 Disambiguation

CUBES is able to return multiple queries that satisfy the user specification. How-
ever, if the example provided is an under-specification of the true user intent,
those queries will most likely have slightly different semantics. In order to ease
the burden on the user of selecting a correct query, we propose a disambiguation
algorithm, shown in Algorithm 1.

CUBES starts by synthesizing all possible solutions under a given time limit.
The goal of the disambiguation is then to ask the user questions in order to
iteratively discard queries until we find one that satisfies the user intent. Our
procedure attempts to minimize the number of questions as much as possible, by
trying to discard approximately half of the queries each time we ask a question.

To do this, we start by generating a new input database I’ through fuzzing.
Next, we execute each of the synthesized queries on this new input I’ and group
them according to the output they produce. In each disambiguation step, we
generate 16 new input databases, by performing fuzzing 16 times, and selecting
the input-output example that is closest to splitting the set of queries in half.

Figure 3 shows a real-world disambiguation interaction. Initially, we have 7
queries found by CUBES that satisfy the original input-output example. In this
case, we generate a new input I’ such that 1 of the 7 queries provides the output
table A’, 3 queries provide as output table B’, and 3 others provide an output
C’. Then, we ask the user if the new input-output example (I’, B’) is correct. If
the user answers yes, then the solution is one of the 3 queries. Otherwise, the
solution should be one of the 4 remaining queries. Since the user answered yes,
then 3 queries remain to disambiguate. The disambiguation procedure terminates
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Algorithm 1: Disambiguation method

Input: S, the set of synthesized queries, I, input database,
O, output table, R, number of fuzzing rounds

Result: a query considered to be the most likely solution

Disambiguate(S, 1,0, R)

bestSplit < 0;

2 for i < 1 to R do

3 I' « Fuzz(, S);

4 split < GroupByOutput (S, I');

5

6

[u

if BetterSplit (bestSplit, split) then
‘ bestSplit < split;
end
if bestSplit = () then
‘ return First(S);
9 (I',84,0',88) < bestSplit;
10 if AskUserIfExampleIsCorrect(I’, O’;) then
11 ‘ return Disambiguate(Sa, I, O, R);
12 else
13 ‘ return Disambiguate(Sg, I, O, R);

’ 1 query‘ ’ 3 queries‘ {3 queries ‘

®

’ 1 queryT ’ 2 queries ‘

Figure 3: Example disambiguation process from a problem that generated 7 pos-
sible queries. Blue boxes represent the input-output example given to the user.

when either there is only one query remaining or the fuzzing procedure is unable
to find a new example to distinguish the remaining queries. In the latter case,
the remaining queries are deemed equivalent and the first one found by CUBES
during the search is returned to the user. Notice that CUBES enumerates queries
in increasing order of the number of operators. Hence, the first queries to be
found by CUBES have the fewest operations and should be more general.

4 Methods and Data

This section describes the benchmark sets used to evaluate CUBES and com-
pare it to other synthesizers, as well as two distinct methods to perform that
comparison: simple evaluation and fuzzy-based evaluation.

Data. We use five different benchmark sets, divided into two groups. The first
group, consisting of the benchmarks recent-posts, top-rated-posts, textbook
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Algorithm 2: Query checker using fuzzing

Input: ¢, the synthesized query, @, the ground truth query,
I, input database, R, number of fuzzing rounds
Result: a Boolean representing if a distinguishing input was not found
FuzzyCheck(q, @, I, R)

1 if Execute(Q, I) # Execute(q, I) then

2 ‘ return False;

3 fori<+ 1to R do

4 I’ < Fuzz(I, Q);

5 if Execute(Q, I') # Execute(q, I') then

6 ‘ return False;
end

7 return True;

and kaggle refers to benchmarks that were previously used in other example-
based SQL synthesis papers [32,36,20,27]. The second group consists of a sin-
gle benchmark set: spider. We adapted the instances in spider from a very
large and diverse dataset of queries used for SQL synthesis from Natural Lan-
guage (NL) descriptions (also known as text-to-SQL) [35]. Overall, we used 176
instances from previously established benchmark sets, and created 3690 new
instances.

Simple Fvaluation. In this setting, we are simply interested in checking if a
synthesizer can produce a query that satisfies the specification given by the
user. That is, when executed, the query should produce an output table that is
equal to the one specified by the user. Furthermore, we do not take into account
the row order of the output table. This method has been extensively used in the
past to measure the performance of SQL synthesizers [32,36,20,27]. The problem
with simple evaluation is that, in the case of an ambiguous example, it does not
address whether the synthesized query actually satisfies the user intent or not.

Fuzzy-based Evaluation. In this setting, we check if the synthesized queries satisfy
the true intent of the user and not just the input-output example. The motive for
this distinction is that the input-output example might be an under-specification
of the query the user wishes to obtain. That is, several queries can satisfy the
example, but they do not have the same semantics.

Algorithm 2 shows how we use fuzzing, as introduced in subsection 3.1, to
determine if two queries are likely to have the same semantics. We start by sanity
checking if the synthesized query, ¢, and the ground truth query, @, produce the
same output for the provided input database, I (lines 1-2). Then, we perform
R rounds of fuzzing (line 3), where for each round, we generate a new input
database, I’, and check if the two queries still produce the same output table
(lines 5-6). If all rounds pass successfully, we consider the queries equivalent
(line 7). When comparing two tables, we perform a very lax comparison that:
(1) ignores row order — tables are seen as a multiset of rows, (2) ignores column
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names, and (3) tries to convert the datatypes of columns — if two columns contain
the same data but one as a number and the other as a string, they are considered
equivalent. Note that several rounds might be needed to find an input that
distinguishes the queries. The parameter R controls the maximum number of
fuzzing rounds until the algorithm deems the queries equivalent.

5 Evaluation

The evaluation presented next aim to answer the following research questions:

Q1. How does the sequential version of CUBES, CUBES-SEQ, compare with other
state-of-the-art SQL synthesizers when using the simple evaluation metric?
(subsection 5.2)

Q2. What are the speedups obtained by using the divide-and-conquer approach,
CuUBEs-DC, when using the simple evaluation metric? (subsection 5.3)

Q3. How do CUBES and the other SQL synthesizers perform when using the
fuzzy-based evaluation metric? (subsection 5.4)

Q4. What is the impact of program disambiguation in CUBES’ fuzzy-based eval-
uation metric? (subsection 5.4)

All results were obtained on a dual socket Intel® Xeon® Silver 4210R @
2.40GHz, with a total of 20 cores and 64GB of RAM. Furthermore, a limit of
10 minutes (wall-clock time) and 56GB of RAM was imposed on all synthesizers
(sequential or parallel). All limits were strictly imposed using runsolver [22].

5.1 Implementation

CUBES is implemented on top of the Trinity [15] framework, using Python 3.8.3.
Candidate programs are evaluated by translating the DSL operations into equiv-
alent R instructions. In particular, the tidyverse® family of packages is used to
implement table manipulations. Once a correct R program is found, the dbplyr®
package (version 1.4.4) is used to translate that program to an equivalent SQL
query. In the parallel synthesizer, inter-process communication is achieved us-
ing a message-passing approach through Python’s multiprocessing pipes. All
source code, instance files, and execution logs are made publicly available.”

We use the fuzzing framework developed by Zhong et al. [37] in our disam-
biguation module to perform accuracy analysis. Furthermore, queries are exe-
cuted using the SQLAlchemy?® library (version 1.3.20), and row order is ignored
when comparing tables. The original implementation of the fuzzing framework is
non-deterministic, so we modified it in two important ways: (1) we added proper
seeding for Python’s pseudo-random number generator, and (2) we replaced all

® https://wuw.tidyverse.org/

5 https://dbplyr.tidyverse.org/

" https://doi.org/10.5281/zenodo. 10492998
8 https://www.sqlalchemy.org/



10 R. Brancas, M. Terra-Neves, M. Ventura, V. Manquinho, R. Martins

= 80%
)
>
3 60% —— SQUARES
({j —=— SCYTHE
) —A—
é’ 40% - PATSQL
< —e— (CUBES-SEQ
2 —#—  VBS
2 20% -
=

0%_ 1 i 1 1 I!IIII! 1 IIIIIIIl II IIIIII

0.5 2 5 10 60 180 600
Time (s)

Figure4: Percentage of instances solved by each tool at each point in time. A
mark is placed every 150 solved instances.

usages of the set data structure with OrderedSet (sets backed with a list so that
the iteration order is deterministic). This change was needed so that both the
accuracy results presented in the paper and CUBES’ disambiguation process are
deterministic. The modified framework is also included in CUBES’ source files.

5.2 Sequential Performance using Simple Evaluation

We start by evaluating the performance of CUBES-SEQ, the sequential version of
CUBES, and perform a comparison with other state-of-the-art SQL Programming
by Example (PBE) tools: SQUARES [20], SCYTHE [32] and PATSQL [27]. Figure 4
shows the percentage of instances solved by each synthesizer as a function of time
when using the simple evaluation method. Overall, SQUARES was able to solve
30.6% of the instances within the time limit of 10 minutes, while SCYTHE solved
49.5% and PATSQL solved 75.1%. CUBES-SEQ was able to solve 79.4%.

Figure 4 also shows the Virtual Best Solver (VBS) for these four synthesizers.
The VBS can be seen as the result of running the four synthesizers in parallel,
or, equivalently, having an oracle that predicts which synthesizer is the best for a
given instance and using it. The VBS is able to solve more instances than any of
the other synthesizers (92.7% vs. the 79.4% for CUBES). This shows two things:
(1) not all synthesizers solve the same instances, and (2) it is advantageous to run
multiple synthesizers in parallel if the user has the resources for it. Furthermore,
if we consider a VBS with only the top-performing synthesizers, PATSQL and
CUBES, the percentage of solved instances is 90.5% (vs. 92.7% with the four
synthesizers), meaning that using two synthesizers in parallel results in 10%+
extra instances solved compared to just using CUBES.

One interesting difference between these synthesizers is the minimum time
in which they can return a solution for any of the instances, with SCYTHE and
PATSQL at around 0.3 seconds, while SQUARES and CUBES only solve the first
instance at 2 to 3 seconds. The most likely explanation for this difference is the
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Table 1: Overall results for 10 seconds and 10 minutes grouped by benchmark.
The best tool for each time-limit/benchmark pair is highlighted in bold.

2
X;
<& Qo@
$ &
’ X ()
égg’ g oe"’é) £ be”(’ 4'(90 Median
N
Run i <2 ’QOQ R 2 All  Speedup
10 seconds
SQUARES 21.2% 3.9% 5.3% 24.7% 28.6% 24.1%
SCYTHE 0.0% 49.0% 66.7% 22.5% 28.6% 23.4%

PATSQL 57.6% 41.2% 64.9% 72.5% 62.9% 71.7%
CuBes-SEQ  15.2% 11.8% 33.3% 51.5% 34.3% 50.3%
CuBes-DC4  24.2% 11.8% 59.6% 70.0% 48.6% 68.5%
CuBrs-DC8  27.3% 15.7% 63.2% 73.2% 54.3% 71.8%
CuBes-DC16 24.2% 19.6% 63.2% 75.4% 51.4% 73.8%

10 minutes
SQUARES 21.2% 7.8% 22.8% 31.0% 40.0% 30.6%
SCYTHE 3.0% 66.7% 80.7% 49.1% 54.3% 49.5%
PATSQL 63.6% 45.1% 66.7% 75.8% 68.6% 75.1%
CuBEsS-SEQ  39.4% 25.5% 66.7% 80.9% 57.1% 79.4% (1x)

CuBes-DC4  45.5% 31.4% 73.7% 88.4% T71.4% 86.9% 8.4 x
CuBes-DC8 54.5% 39.2% 73.7% 89.6% 68.6% 88.2%  12.8 x
CuBEs-DC16 51.5% 39.2% 75.4% 90.4% 77.1% 89.0% 15.5

startup time for the programming languages used by the synthesizers. PATSQL
and SCYTHE both use Java, while SQUARES and CUBES use Python and also
need to initialize the R execution environment. Figure 4 also shows that both
ScYTHE and CUBES-SEQ are able to solve more problem instances when we
increase the time limit, while PATSQL and SQUARES seem to reach a plateau.

Table 1 shows the results for each benchmark set with virtual time limits of 10
seconds (top half) and 10 minutes (bottom half). We can see that CUBES-SEQ is
able to solve more instances than SQUARES in all benchmarks sets while solving
more instances than SCYTHE in 3 out of 5 benchmark sets. When comparing with
PATSQL, the results shown in Figure 4 are confirmed since although PATSQL
solves more instances with a shorter time limit, CUBES-SEQ is able to solve more
instances in one benchmark set (spider) with a larger time limit.

5.3 Parallel Performance using Simple Evaluation

Considering the sequential version CUBES-SEQ as our baseline, we now evaluate
the performance of the parallel version using divide-and-conquer (CUBES-DC).

Table 1 shows the results for the divide-and-conquer strategy CUBES-DC
with 4, 8, and 16 processes. Notice that divide-and-conquer tools improve upon
the sequential version, from 79.4% up to 89.0% when using 16 processes. More-
over, within a limit of 10 seconds, the parallel versions are able to solve 68.5%,
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Figure 5: Instance speedup distribution for CUBES-DC16.

71.8%, and 73.8% of the instances when using, respectively, 4, 8, and 16 pro-
cesses. This contrasts with the sequential version that only solves 50.3% of the in-
stances. Hence, there is a significant speedup when using the divide-and-conquer
strategy, especially for shorter time limits. Observe that even within the time
limit of 10 seconds, CUBES-DC is the best-performing solver.

Formally, the speedup of method A in relation to method B is defined as the
time needed to execute method B divided by the time needed to execute method
A, and is a measure of how fast an implementation is compared to another. The
last column of Table 1 shows the speedup obtained by each parallel version
of CUBES in relation to the sequential version CUBES-SEQ for instances where
CUBES-SEQ needed 1 minute (or more) to solve. We focus this analysis on the
harder instances for the sequential tool since higher speedups in these instances
have a higher impact on the end user’s experience.

We can see that most configurations have a median speedup greater than
the number of processes used. This is called a super-linear speedup and occurs
because programs are enumerated in a different order when using our parallel
versions. Figure 5 shows the full speedup distribution for CUBES-DC16 along
with the distribution quartiles. We can see that more than 50% of instances
have a speedup greater than 10 when using 16 processes, while more than 25%
of instances have a speedup greater than 30.

5.4 Results using Fuzzing-based Evaluation

In this section we analyze the number of instances solved by CUBES when using
the more thorough fuzzy-based evaluation, as well as comparing it with other
program synthesis tools. Furthermore, we also evaluate the program disambigua-
tor introduced in section 3.

Figure 6 shows the results when using the fuzzy-based evaluation method
instead of the simple evaluation. For this evaluation, we used 16 fuzzing rounds
(R = 16). The “FuzzyCheck Timeout” label in the plot represents instances for
which the fuzzing evaluation timed out and not a timeout of the synthesizer
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Figure 6: Results of the fuzzy-based evaluation for each synthesizer.
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Figure 7: Fuzzy-based evaluation results before and after disambiguation.

used. We used a time limit of 60 seconds per fuzzing round (16 x 60s = 960s).
Furthermore, some of the synthesized queries failed to execute (labelled as “Ex-
ecution Error”). This happens for two reasons: (1) some synthesized queries are
incompatible with the SQLite dialect, and (2) some of the synthesized queries
contain syntax problems.

We label instances for which we could not find a distinguishing input from
the ground truth as “Possibly Correct”, while instances for which we did find
such input are labelled as “Incorrect by Fuzzing”. Furthermore, for synthesizers
that return multiple solutions, “Possibly Correct Top 5” means that there was
a query in the top-5 returned queries for which we did not find a distinguishing
input from the ground truth. Similarly, “Possibly Correct Any” means that the
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Table 2: Comparison of the fuzzy-based evaluation with the simple evaluation.

ScYTHE SQUARES PATSQL CuBEsS-SEQ CuBEs-DC16
All Solutions All Solutions

Solved (simple eval.) 49.5%  30.6%  75.1% 79.5% 90.2%
Possibly Correct® 21.6% 92% 37.1% 58.0% 63.3%
as % of Solved instances  43.6% 30.0%  49.4% 73.0% 70.2%
Incorrect by Fuzzing 11.6% 8.4%  32.3% 10.7% 14.1%
as % of Solved instances  23.4% 27.5%  43.0% 13.5% 15.6%
Inconclusive 16.2%  13.1% 5.7% 8.9% 10.2%
as % of Solved instances  32.7% 42.8% 7.6% 11.2% 11.3%

@ Includes instances in Possibly Correct Top 5 and Possibly Correct Any.

synthesizer returned a query for which we could not distinguish it from the
ground truth.

Previous tools all suffer from fairly low accuracy rates, staying under 45%, as
do CUBES-SEQ and CUBES-DC16 if we only consider the first solution returned.
However, if we consider all solutions returned under 10 minutes, then CUBES
generates a correct (using fuzzy-based evaluation) solution on around 63% of
the instances, as shown in Table 2.

In order to be able to give that correct solution to the user, as opposed
to giving them all the solutions generated, we developed a query disambigua-
tor. Figure 7 shows the results of using that disambiguator on CUBES-SEQ and
CUBES-DC16. We can see that the disambiguator can almost always identify
the correct query if such a query exists in the set of queries synthesized. Note
that small differences in the exact number of queries deemed correct using the
fuzzy-based evaluation may be due to different fuzzed inputs being generated.

It is also worth noting that a very small number of instances are labeled as
“Possibly Correct Top 5”. As explained in Section 3, CUBES returns the earliest
synthesized query when we reach a set of queries that we cannot distinguish from
one another. This means that, for those instances, a correct query was in the
final set of queries selected by the disambiguation, but it was not the first one
generated by CUBES. This happens because while the accuracy test has access to
the ground truth and can thus generate better-fuzzed inputs, the disambiguator
is limited to using values from the queries it is trying to disambiguate. Even so,
the fact that this only occurs in a very small number of queries indicates that
the approach is valid and seems to be able to both correctly disambiguate most
queries and catch the cases where the disambiguation fails.

We show that if we only consider the first solution, CUBES’ performance
is similar to other existing tools. The main improvement comes from (1) syn-
thesizing many possible queries for a given problem and (2) having a program
disambiguator to choose the right query. This first point is directly influenced by
our parallel approach to program synthesis, which allows us to synthesize more
programs that satisfy the examples under the chosen time limit.
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Figure 8: Number of questions that need to be asked to the user in order to
perform disambiguation, as a function of the number of queries synthesized.

Finally, we analyze how many questions are asked to the user to disambiguate
the queries produced by CUBES. Figure 8 shows this data as a function of the
number of queries synthesized. Consider the first bar of the second group, relating
to instances where CUBES-SEQ generated 11 to 100 queries. The plot shows that
to disambiguate those queries, we need at least 1 question, at most 11 questions,
and on average 3 questions.

For CUBES-SEQ the average number of questions needed to disambiguate up
to 1000 queries is 2.31, while for CUBES-DC16 it is 2.69. As stated in Section 3,
our goal with the disambiguation strategy is to discard half the queries with each
question asked. Thus, we would expect that the number of questions needed to
disambiguate a given set of queries scales logarithmically with the size of that
set. Figure 8 shows that this behavior is, in fact, observed in practice.

6 Discussion

Here we discuss the main threats to validity of this work and some challenges
that were raised during the experimental evaluation.

Benchmarks. Our evaluation uses a large set of benchmarks from different do-
mains. However, they may not be representative of tasks commonly performed
by users or may have a bias towards a specific synthesis tool. To mitigate this,
we included benchmarks from several previous synthesis tools and also extended
a large dataset from query synthesis using NLP to use examples instead. In
the end, we have around 4000 instances but they are dominated by the spider
dataset [35]. Nevertheless, since this dataset has been extensively used in other
domains and was not created by us, we believe that it is more general and less
prone to bias.
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Parallelism. The divide-and-conquer approach already shows scalability for hard
instances when using 4 and 8 processes in a multicore architecture with super-
linear speedups. However, when increasing the number of processes to 16 the
gains are reduced. When the number of processes increases, there is an increase
of contention for memory accesses that can slow down the performance of each
process. To address this issue, it would be interesting to evaluate CUBES in
a distributed setting. Note that the overhead of going from multicore to dis-
tributed should be small since the inter-process communication is already done
using message-passing techniques, and no shared memory is used. Exchanging
information between processes is another source of improvement that would be
worth exploring in future work.

Cube generation. One way to further improve the divide-and-conquer approach
is to consider other cube generation strategies. For instance, we could learn from
data and use machine learning techniques such as pre-trained bigram scores or
using neural networks to predict the most likely cubes. We could also explore
other techniques similar to the ones used in SAT solvers, such as restarting the
search after n programs/cubes have been attempted.

Fuzzy-based Evaluation. Even though query synthesis tools are becoming more
efficient and can find a query that satisfies the input-output example given by
the user, they may not find the query that the user intended. To the best of our
knowledge, this is the first study where fuzzing was used to evaluate if the query
returned by the synthesizer matches the user’s intent. Even though fuzzing is not
a precise measurement of correctness since it may return that some queries are
equivalent when they may not be, it is an upper bound on the accuracy of these
tools. With the continuous improvement of SQL equivalence tools [6,38,5], it
may be possible to have an exact accuracy measurement in the future. However,
even with the current results, we already observe that all synthesis tools return
many answers that do not match the desired behavior.

Disambiguation. Interacting with the user to perform query disambiguation is
essential to increase the accuracy of SQL synthesizers based on examples. How-
ever, the questions that we asked the user may be too hard to answer, or the
user may answer them incorrectly. To mitigate the difficulty of the questions,
we only ask yes or no questions and present examples based on fuzzing that are
often similar to the initial example provided by the user. With this approach, we
hope that the user can quickly answer these questions. We currently automate
the disambiguation procedure and use the ground truth to answer the questions,
but a user study could be done in the future to confirm our hypothesis that
the questions are easy for users to answer. In this work, we assume that the
user never answers the questions incorrectly. However, considering this scenario
could open new research directions and is in line with recent work on program
synthesis with noisy data [11] where the examples may be incorrect.
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7 Related Work

SQL Synthesis. In recent years, several tools for query synthesis have been pro-
posed using input-output examples to specify user intent [28,36,7,32,15,20]. Solv-
ing approaches vary from using decision trees with fixed templates [28,36] to
abstract representations of queries that can potentially satisfy the input-output
examples [32]. Another approach is to use SMT-based representations of the
search space [7,19] such that each solution to the SMT formula represents a
possible candidate query to be verified. The CUBES framework proposed in this
paper is also based on SMT-based representations, but it extends prior work in
several dimensions: (i) extends the language in the programs to be synthesized,
(ii) proposes pruning techniques that can be directly encoded into SMT, and
(iii) it is the first parallel tool for query synthesis.

In this paper, we compare CUBES with three other SQL Synthesis tools
that use input-output examples: SCYTHE [32], SQUARES [20] and PATSQL [27].
ScYTHE and PATSQL use sketch-based enumeration, where first a skeleton
program with missing parts is generated, and then, if the skeleton satisfies a
preliminary evaluation, the synthesizer tries to complete the sketch to obtain
a complete program. SQUARES, on the other hand, uses Satisfiability Modulo
Theories (SMT)-based enumeration where complete programs are obtained by
iterating the possible solutions of an SMT formula. Both SCYTHE and SQUARES
have limited DSLs and thus are not as well suited for complex tasks. Further-
more, SCYTHE’s ability to solve a given instance is severely limited by the size of
its input tables. Although PATSQL has a comparatively more expressive DSL,
it is still not able to outperform CUBES.

Another approach for specifying user intent is using natural language [33,30].
However, these approaches often need a large training data set from the query’s
domain. Recently, several techniques have been proposed that try to better gen-
eralize to cross-domain data [34,24]. Although many improvements have been
attained in finding the structure of the query through effective semantic ta-
ble parsing, defining the details (e.g., specific filter conditions) is usually hard,
particularly in more complex queries. The use of natural language for query syn-
thesis is complementary to our approach, and a combination of both strategies
could improve the accuracy of program synthesizers at the cost of more input
from the user, namely examples and a natural language description of the task.

Program Disambiguation. Current synthesizers focus primarily on generating
programs that satisfy the user’s specifications. However, in many situations, the
produced program does not satisfy the true user intent [16,26]. Previous work
has shown that this shortcoming can be solved without recurring to complete
specifications by introducing a program disambiguator. This component is re-
sponsible for interacting with the user and choosing between several possible
solutions. Mayer et al. [16] describe two types of user interaction for program
disambiguation: in the first approach, users select the correct program among a
set of returned solutions, which are presented in a way that allows easy naviga-
tion. The second approach is described as conversational clarification, where the
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system iteratively asks questions to the user, further refining the original speci-
fication until just one candidate program is left [8,21,14,31,13,17]. In CUBES, we
use conversational clarification to improve the confidence in produced solutions
while still keeping the complexity for the user low.

Parallel Solving. Solving logic formulas in parallel has been the subject of ex-
tensive research work [10,9,1,2], both using memory-shared [25] and distributed
approaches [18]. One of the techniques used to explore the search space is called
divide-and-conquer [12]. In this approach, the search space is split into disjoint
areas such that there is no intersection between the areas explored by each pro-
cess. In this case, work-stealing techniques [23] are commonly used to avoid
starvation since the search space can be unevenly split among the processes.
Although we adapt techniques from parallel automated reasoning, the paral-
lelization in the CUBES framework is not done at solving logic formulas but at a
more abstract level. In our case, logic formulas continue to be solved sequentially.
Moreover, starvation is avoided by producing additional work, i.e., increasing the
number of operations from the DSL in the programs to be enumerated.

8 Conclusions

This work introduces CUBES, a new enumeration-based framework for query
synthesis from examples. A new robust tool is proposed that is able to synthesize
an extensive range of SQL queries. Additionally, CUBES also takes advantage of
the current multicore processor architectures, providing the first parallel query
synthesizer from examples using a divide-and-conquer approach. The splitting
of the program space is done by providing different sequences of operations to
each thread, as well as performing DSL splitting among threads.

An in-depth experimental evaluation is also carried out, comparing CUBES
with other state-of-the-art query synthesizers in a wide variety of benchmark
sets. Experimental results show the effectiveness and robustness of CUBES, be-
ing able to successfully synthesize SQL queries for a larger range of problem
instances than other tools. Moreover, the parallel versions of CUBES have super-
linear speedups for many hard instances and, when using 16 processes, provide
a median speedup of 15x over the sequential version of the tool.

Finally, an accuracy analysis of the produced queries is also performed using
fuzzing techniques. Results show that the queries produced by current synthesiz-
ers often differ from the user intent, and more than 50% of the queries returned
to the user do not match the expected behavior the user had in mind. To in-
crease the trust and reliability of SQL synthesizers, we advocate the need to use
a fuzzing-based evaluation that can more precisely measure the accuracy of SQL
synthesizers. Using this methodology together with the large dataset that we
collected will make it easier for other researchers to evaluate their SQL synthesis
tools in the future.

Since examples are imprecise specifications, increasing the trust and relia-
bility of SQL synthesizers is essential. To improve the reliability of CUBES, we
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propose an interactive procedure with the user that can disambiguate among all
queries found by CUBES that satisfy the original input-output example. After the
disambiguation procedure, the accuracy of CUBES in providing the user intent
query is significantly increased from around 40% to 60%. Other synthesizers can
use similar disambiguation approaches, and it is also expected to improve their
accuracy with respect to the user intent.

Data-Availability Statement

The CUBES SQL synthesizer, our dataset and the experimental results presented
in this work are available in our suplemental artifact [4].
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